From: Renay! <bottle.of.shine@gmail.com>

Sent: Tuesday, June 04, 2019 3:23 PM
To: City Clerk
Cc: Larry Bryant; Charles Frierson; chrismooreplumbing@yahoo.com; Charles Coleman; Gene

Vance; Ann Williams; clgrehabman@yahoo.com; Mitch Johnson; John Street; Joe Hafner;
Bobby Long; David McClain; Harold Perrin

Subject: On RES-19:067

Attachments: The _fundamental rule_ of traffic_ building new roads just makes people drive more -
Vox.pdf; rif-2019.003.pdf; Hymel - If you build it they will drive.pdf

Hello, city council!

I noticed on the agenda today an item about widening a road on South Caraway, RES 19:067: SUBMIT AN
APPLICATION TO THE U.S. DEPARTMENT OF TRANSPORTATION FOR THE FY19 BUILD GRANT
FOR THE SOUTH CARAWAY ROAD WIDENING EXPANSION PROJECT.

I have some thoughts about this which relate to science! Please see attached documents and a 2015 Vox article
on traffic congestion and induced demand while considering this measure in the full council. To be clear, I'm
not super down with Krol's argument that we should toll roads in Jonesboro—that seems excessive ! However, I
do like his discussion of congestion as well as some of his references, which I unfortunately couldn't access
today, but may be useful for further reading and which I can try to get if there's interest.

I'm not sure how many readings this resolution will get, so if this is the only one, thanks for your patience with
my last minute email. :)

Thanks!
Renay



The "fundamental rule" of traffic: building new roads just
makes people drive more

By Joseph Stromberg Updated May 18, 2015, 11:40am EDT

After years spent widening the interstate 405 freeway in Los Angeles, travel times are slightly slower than before. (Kevork
Djansezian/Getty Images)

This article is part of a series about the past, present, and future of commuting in
America.

For people who are constantly stuck in traffic jams during their commutes, there seems to
be an obvious solution: just widen the roads.

This makes intuitive sense. Building new lanes (or new highways entirely) adds capacity to
road systems. And traffic, at its root, is a volume problem — there are too many cars trying
to use not enough road.

But there's a fundamental problem with this idea. Decades of traffic data across the United
States shows that adding new road capacity doesn't actually improve congestion. The latest
example of this is the widening of Los Angeles' I-405 freeway, which was completed last
May after five years of construction and a cost of over $1 billion. "The data shows that
traffic is moving slightly slower now on 405 than before the widening,” says Matthew
Turner, a Brown University economist.

RELATED
Highways gutted American cities. So why did they build them?



The main reason, Turner has found, is simple — adding road capacity spurs people to drive
more miles, either by taking more trips by car or taking longer trips than they otherwise
would have. He and University of Pennsylvania economist Gilles Duranton call this the
"fundamental rule" of road congestion: adding road capacity just increases the total
number of miles traveled by all vehicles.

This is because, for the most part, drivers aren't charged for using roads. So it's not
surprising that a valuable resource, given away for free, leads people to use more of it.
Economists see this phenomenon in a lot of places, and call it induced demand.

If you really want to cut down on traffic, Turner says, there's only one option: charge people
to use roads when they're crowded, a policy known as congestion pricing.

The surprising data: building roads doesn't reduce traffic

(David McNew/Getty Images)

In the United States, city planners and traffic engineers have long acted on the belief that
adding road capacity will reduce traffic. But no one had ever tested this idea empirically.
One reason is that it's a difficult thing to analyze. Researchers can't exactly conduct a
controlled study, giving randomly selected cities different amounts of road space simply for
the purpose of an experiment.

So Turner and Duranton did their best to get around this by using a few novel methods. In
an influential 2011 paper, they looked at the total capacity of highways in each metropolitan
area in the US and compared it with the total number of vehicle miles traveled.

They found a one-to-one correlation: the more highway capacity a metro area had, the more
miles its vehicles traveled on them. A 10 percent increase in capacity, for instance, meant a
10 percent increase in vehicle miles, on average. But that, on its own, wasn't conclusive.
"This could just be telling you that urban planners are smart, and are building roads in
places that people want to use them," Turner says.

"A 10 PERCENT INCREASE IN ROAD CAPACITY MEANT,
ON AVERAGE, A 10 PERCENT INCREASE IN VEHICLE
MILES"

So, to try to isolate the effect of building roads, the economists then compared changes in
highway capacity between 1983 and 2003 to the changes in vehicle miles traveled. "Again,



we saw a direct one-to-one correlation across all cities," Turner says. This correlation also
held up when the economists compared roads within cities: added road capacity
consistently led to more driving. Still, even this wasn't conclusive. It could, after all, simply
be a function of planners making good decisions — perfectly anticipating unmet driving
demand.

As a final step, then, the economists tried to isolate a few different sets of roads that were
planned with no regard to current driving patterns — newly built roads that were part of the
original 1947 interstate highway plan (which was based on 1940s population levels, not
80s and 90s), and those that followed 19th century railroad rights-of-way, or 18th and 19th
century routes taken by explorers. "We saw exactly the same effect here too," Turner says.

This finding has since been replicated with Japanese and British data. It doesn't seem to
be an effect of optimized planning. Again and again, more roads lead to more driving —
with no reduction in congestion.

Turner and Duranton have also found that public transportation doesn't really help alleviate
congestion either — even if it takes some people out of cars and puts them on buses or
trains, the empty road space will be quickly filled up by new vehicle-miles.

Other researchers have found exceptions to this rule (say, when a transit route parallels
heavy commuting corridors) but it doesn't seem to be a large-scale traffic solution, at least
given the way US cities are currently built. (Note that transit can have other beneficial
effects, like making a city more affordable. But it doesn't seem to have much effect on
congestion.)

How new roads make people drive more

(Scott Olson/Getty Images)

So why does traffic increase when new road capacity is added? Turner and Duranton
attribute about half of the effect to people's driving decisions. "Think of it as if you made a
bunch of hamburgers and then gave them all away," Turner says. "lIf you make hamburgers
free, people will eat more of them."

By way of illustration, consider the following situation: there's a store where you know you
can save $10 on something you need to buy, but it's 10 miles away. If you assume there will
be terrible traffic and it'll take 30 minutes to get there, you'll just buy the product at a closer
store. However, if a new lane gets added to a highway that will speed your journey there,
you'll decide it's worth it.

RELATED



Why free parking is bad for everyone

Over time, thousands of people will make this calculation — along with similar ones, like
deciding to drive a few blocks rather than walk, because it'll be faster, or choosing to move
farther from work, in exchange for a bigger house, because they assume the distance can
be covered quickly. Eventually, they increased miles they drive will go a long way towards
filling up the new, expensive roads that municipalities went to so much trouble to build. (As
a navigation device company's billboard once told drivers, "You are not stuck in traffic. You
are traffic.") Some people might then opt not to drive, but ultimately, the roads will reach the
same equilibrium of traffic they had before.

How Road Capacity Expansion Generates Traffic

— Tralic Volurme With Added Capacity
w Traffic Volume Without Added (:apa!:ii:p;

: 5.
=
=
=
=
m
E 1 -
-
=
o
Hoadw oy
Timeg > Capacty
Added

A model showing how induced demand works. Typically, traffic volume levels off and reaches an equilibrium over tine, but
when new capacity gets added, the volume increases to fill it, before reaching a new equilibrium. (Victoria Transport
Policy Institute)

A few other factors also contribute to induced demand. The economists noticed increased
truck traffic in the areas with more new road building — partly an effect of long-haul trucking
companies optimizing their routes to take advantage of newly built roads, and partly an
effect of industries that rely heavily on transportation moving in to an area to do the same.



Lastly, the researchers attribute some of the effect to individual people moving to an area to
follow new road capacity as well.

How to actually solve the traffic problem

London's congestion pricing scheme. (Oli Scarff/Getty Images)

Turner notes that traffic isn't necessarily a bad thing: it's a sign that lots of people want to
use the roads in a certain area. If you want transport-heavy industry and new residents to
move to your city, then new roads are an infrastructure investment that appear to attract
them.

However, if your goal is reducing traffic congestion, this research shows that adding road
capacity won't do it. But there is a way: congestion pricing.

"Essentially, you charge people for access to roads at the times they're congested,” Turner
says. At rush hour, using a road costs more than in the middle of the night. Only a few cities
— like London and Singapore — have tried this sort of scheme so far, but research
showsthat it has appreciably reduced traffic by shifting behavior. People opt out of making
some trips, or shift them to times when the roads won't be so busy, ultimately cutting down
on traffic.

"YOU CHARGE PEOPLE FOR ACCESS TO ROADS AT
THE TIMES THEY'RE CONGESTED"

One criticism of these sorts of schemes is that they're regressive: they impact the poor
much more than the wealthy, and effectively ease the commutes of people who can pay the
tolls.

There's certainly some truth to this. But at the same time, the current system (which
is relying less and less on gas taxes, which roughly correlate with usage) also has
enormous costs, they're just less visible.

The mechanisms we use to currently pay for new roads might be less regressive, but they
decouple road usage from payment, a huge long-term problem. "lIf you have something
valuable that you're giving away, and you don't have enough of it, you can either just build
more and more and keep giving it away and never have enough, or you can start charging
people for access," Turner says.
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A transportation system provides mobility for a community’s
residents. A well-functioning system expands job options and
enables businesses to move goods in a timely and efficient
manner, lowering business costs. All of these benefits help to
promote greater economic activity and higher living standards.
The extent to which these advantages are realized hinges on a
transportation system’s level of congestion.

Most cities in the United States face serious highway congestion
problems. The most common policy responses to congestion
issues are to expand highway capacity and to spend more on
public mass transit systems. Despite these efforts, congestion
continues to worsen. In 1996, congestion cost Americans $93
billion in wasted time and fuel. By 2014, that figure had grown
to $160 billion, a 72 percent increase over the period.' While
highway expansion increases the volume of vehicles that can
travel on the highway, which benefits the community, it does a
poor job of controlling congestion.

The primary reason why additional highway capacity fails to
make a lasting, significant dent in congestion is that, as highway
capacity increases and driving travel times fall, more drivers are
attracted to the highway. These behavioral adjustments tend to
make congestion relief temporary. This behavioral response is
referred to as the fundamental law of congestion, also known as
induced travel demand.?

This Research in Focus piece explains why highway expansion
has, at best, only a limited impact on congestion. It begins by
reviewing the existing literature on this topic and concludes with
policy recommendations that explore better ways to address
congestion. One of the options explored is variable pricing.

What Lies Behind Induced Travel Demand?

A key principle in economics is that people respond to incentives.

For example, when gasoline prices rise, people change their
behavior and reduce their gasoline consumption. Some

people purchase vehicles that get more miles per gallon. Some
increase carpooling or switch to mass transit, even though

these transportation options are less convenient. Faster highway
speeds that result from highway capacity expansion also create
incentives that alter commuting patterns. Faster highway speeds
lower the cost of taking shopping trips and work-related trips.

As the cost of each trip declines, more trips are taken. The effect
becomes larger as time passes, leading to greater increases

in vehicle traffic. As noted above, this behavioral response to
highway expansion is referred to as induced travel demand.?
Figure 1 illustrates how induced travel demand works.

Figure 1. How Induced Travel Demand Works
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Induced travel demand has several components. First, lower
transportation costs create an incentive for drivers to take more
and longer trips. Second, some individuals who used to use mass
transit switch to driving their cars. Third, some drivers change

the timing of their trips and the routes they take. Finally, induced
travel demand can cause the places people live, work, and shop
to relocate nearer to the expanded highway, increasing traffic
volume.*

Some additional trips may result from population growth and
increases in economic activity that occur independent of highway
expansion. Such factors are not considered to be part of induced
travel. The bottom line is that expanding highway capacity lowers
driving costs, resulting in only temporary relief from highway
congestion.

How Large Is the Induced Travel Effect?

Transportation researchers have tried to quantify the induced
travel associated with highway expansion. They estimate the
percentage increase in vehicle miles traveled that results from a
1 percent increase in the lane miles on a particular highway or in



a defined geographic area, such as a city or state. This value is
called the induced travel elasticity.

The magnitude of induced travel elasticity indicates whether
highway expansion will ultimately reduce congestion. If the
estimated elasticity equals one, then the percentage increase in
vehicle miles traveled equals the percentage increase in lanes
miles: congestion is not reduced despite highway expansion. If
itis less than one, highway expansion results in some congestion
relief.

A large literature focuses on estimating the size of the induced
travel elasticity that results from highway expansion. This research
covers different time periods and geographic areas. The studies
adopt different statistical methods in an effort to produce reliable
estimates of the elasticity.

To get an accurate estimate of the elasticity, it is important that
researchers take into account, or control for, other factors that
could influence vehicle miles traveled. Those factors include
demographic changes and economic growth. Ancther issue
that must be taken into account is that, although greater highway
capacity can increase vehicle miles traveled, the reverse can

also be true. More vehicle miles traveled in a city can motivate
elected officials to expand highway capacity. That response can
bias estimates of the impact of highway expansion on congestion,
resulting in inaccurate estimates of the induced travel elasticity.”
The best studies control for the causality issues and take into
account the many other factors that can influence vehicle miles
traveled. Four conclusions can be drawn from the published
studies that take these issues into account.®

First, the evidence clearly shows that the expansion of highway
capacity results in an increase in vehicle miles traveled. The
induced travel elasticity is positive and statistically significant.
Depending on the unit of observation, the highway or area being
studied, the estimation method, and the response adjustment
time, estimates for the elasticity range from a low of 0.04 to a
high of 1.32. Some estimates, but by no means all, do not differ
significantly from one, suggesting that highway expansion brings
no congestion relief. While there is some disagreement about
the precise size of induced travel demand, researchers agree that
itis large enough to weaken the congestion-reducing impact

of highway expansion and in some cases to cause highway
expansion to have no effect on highway congestion.

Second, evidence has been found showing that increases in
vehicle miles traveled lead to the expansion of highways. In other
words, government officials respond to congestion problems by
trying to expand highway capacity.”

Third, the research has shown that the increase in vehicle miles
traveled in response to expanding highway capacity is larger in
the long run. This evidence makes sense because, as time passes,
people and businesses may choose to relocate closer to the
expanded highway, causing traffic to increase.

Fourth and finally, the evidence shows that, although highway
expansion has a weak or limited impact on congestion, total
traffic volume does increase. This is beneficial to the community
and the economy.

An excellent study published by Gilles Duranton and Matthew A.
Turner in 2011 is worth exploring in more detail.® This article looks
at 228 urban interstates and highways over a twenty-year period.
The years examined are 1983, 1993, and 2003. The study is
important for four reasons:
¢ The three decades covered capture the long-run
response in vehicle miles traveled associated with
highway expansion.

* Duranton and Turner look specifically at highways in cities.
Other researchers use larger geographic areas, such as
states, as their unit of observation. Using states instead
of cities tends to underestimate the effect of building
more roadways because measurements pick up both the
increased travel along the new highways (or expanded
highways) and the reduced travel along other highways
and roads. Because these two forces work in opposite
directions, they can appear to cancel each other out,
and so make estimates of the elasticity smaller than they
should be. Ultimately, travelers’ response to new roads is
underestimated.

* Duranton and Turner’s study accounts for the impact of

" vehicle miles traveled on highway construction. Their
calculations suggest that the elasticity of vehicle miles
traveled with respect to the expansion of highway lanes
does not differ significantly from one. The Duranton-
Turner estimate is larger than many of the previous
estimates put forward in the literature, but because of the
authors’ superior methodology, it is likely more accurate
than other researchers’ estimates.

* Duranton and Turner find that the presence of city bus
systems, an alternative travel mode, do not affect their
results. And they find little evidence that traffic is being
diverted from other roads when highways are expanded.
In part, this result can be explained by the large increase
in long-haul truck traffic on the expanded urban highways
Duranton and Turner studied.®

Policy Options: Toll, Don’t Build

Given the findings in much of the published research, it appears
that the induced travel response to highway expansion is large.
The evidence suggests that simply expanding the capacities of
congested urban highways does not offer a long-run solution

to congestion. Moreover, adding highway capacity in urban
communities is expensive and can be very disruptive to
neighborhoods near highways. Low-income neighborhoods,
where residential living options may be limited, often are located
close to the inner city core, where congestion tends to be the
worst. Of course, the proximity of poor neighborhoods does not
mean that cities should never expand highways. Clearly, growing
cities will require expanded highway capacity, which will be
beneficial to the city overall.

The two primary alternative policy options to highway expansion
are expanding mass transit and adopting congestion pricing.
Cities often build fixed-rail transit in an effort to reduce highway
congestion. High ridership is needed in order to make rail
financially viable. Otherwise, large rider subsidies are required.



High ridership is more likely in densely populated older cities
where jobs are concentrated in the city's center. Newer, post-
automobile cities are unlikely to meet these conditions and are
poor candidates for fixed-rail systems. Other than in New York
City; Washington, DC; Chicago; and San Francisco, ridership
figures are not promising.’®

An additional drawback to mass transit systems is that they are
likely to have induced travel effects similar to those of highway
expansion. Once the rail system is complete, some drivers will
switch to the new system for their commutes. This response will
reduce highway congestion, increasing driving travel speeds.
Other rail users or drivers using less convenient routes will switch
to the less-congested highway. Congestion will return.

Lastly, with the exception of the BART system in San Francisco,
cost-benefit analyses of transit systems indicate that the costs
of the systems outweigh the benefits. In other words, nearly all
transit systems fail to improve a city's overall well-being. This
conclusion follows because of high operating and capital costs
coupled with low ridership.”

Building mere highways and transit systems is a costly and
ineffective way to reduce congestion. A more promising
approach is to use congestion tolls on busy rush-hour highways.?
When the number of vehicles on a highway exceeds its capacity,
the average speed falls and trips take longer to complete. Each
additional driver imposes a cost (a longer driving time) on all the
other drivers on the highway. Drivers don't pay that cost and
don't take it into account when deciding to use the highway.
One way to get the incentives right would be to implement
congestion tolling, which would require each driver to pay a

toll equal to the costimposed on the other drivers when the
driver in question decides to use the highway. Tolls would be
highest during peak rush-hour traffic and would be low or zero
during off-peak hours. Drivers who can use alternate routes fairly
conveniently or who can shift trip times would have an incentive
to do so. Other travelers might choose to carpool or use public
transitif it is available. Research suggests that when congestion
pricing is used effectively, congestion declines and highway
speeds increase.

Variable-priced tolling would reduce congestion during peak
hours. It might alse reduce the need to expand the highway
system once commutes are planned more efficiently. Tolls
charged on private US highways and on roads abroad have been
shown to be effective at reducing congestion." But, in the United
States, tolling is politically unpopular. Perhaps if tolls replaced
fuel taxes support would grow. Also, once drivers see how
convenient and effective tolls can be, tolling may become more
acceptable. '

States have the authority to toll state-financed roads but, in order
to implement tolling on interstate highways, local officials will
need help from Washington. The Federal-Aid Highway Act of
1956 does not allow the tolling of highways that receive federal
aid.”® This law blocks the expansion of tolling on interstate
highways. More recent modifications of the law do allow tolling

on new interstate highways or expansicns. If restrictions on tolling
interstate highways were eliminated, states would have more
freedom to experiment with tolling to find the methods that are
most effective at managing congestion.

Given the large induced travel demand that occurs following a
highway expansion, it is prudent for policy makers to consider
alternatives. A more effective and lower-cost policy would be to
toll congested highways, perhaps replacing current fuel taxes
with highway tolls as a revenue source. To alleviate congestion,
tolls should be highest during rush-hour travel times.
Commuters and businesses will significantly benefit from the
expanded use of tolling in cities facing serious congestion
problems. Tolling will improve mobility and promote greater
economic activity. It will also reduce the frustration associated
with the delays congestion causes during daily commutes to
work. Tolling represents an efficient policy for managing traffic
flows in urban areas around the United States.

Robert Krol is a Professor of Economics at California State University.

The Center for Growth and Opportunity at Utah State University is a university-based
academic research center that explores the scientific foundations of the interaction between
individuals, business, and government.

We support research that explores a variety of topics from diverse perspectives. Research In
Focus pieces are published to stimulate timely discussion on topics of central importance in
economic policy and provide more accessible analysis of public policy issues.

The views expressed in this paper are those of the authors and do not necessarily reflect the
views of the Center for Growth and Opportunity at Utah State University or the views of Utah
State University.
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This paper examines the causal link between highway capacity and the volume of vehicle travel in US urban

R4l areas. Estimates from a dynamic panel model suggest that highway capacity expansion generates an exactly
R48 proportional increase in vehicle travel. Moreover, induced vehicle travel is expected to revert traffic speeds to
pre-expansion levels in approximately five years. To address the simultaneous relationship between lane mileage
and highway capacity, this paper develops an identification strategy to account for possible endogeneity bias. A
set of instrumental variables measures the degree of influence that state delegations have had on key trans-
portation committees in the US congress. The instruments strongly correlate with highway capacity and are
plausibly exogenous, considering the idiosyncratic legislative process in the US. These findings cast doubt on the
effectiveness of expanding highways to eliminate traffic congestion, as the speed-related benefits of new capacity

tend to be short-lived.

1. Introduction

The distribution of federal highway funds has long been the subject
of intense debate among policymakers at all levels of government, and
for good reason. Abundant evidence suggests that roads have had wide-
ranging effects on, among other things, productivity (Fernald, 1999),
trade (Duranton et al, 2014; Allen and Arkolakis, 2014), land use
within cities (Baum-Snow, 2007; Duranton and Turner, 2012), and
automobile externalities (Parry et al., 2007). Highway infrastructure
spending has also played an impertant role in countercyclical fiscal
policy and was a significant part of the 2009 stimulus bill (Leduc and
Wilson, 2014). Although highways generate undeniable economic
benefits, they are costly to build and spawn a host of negative ex-
ternalities when they are not managed efficiently. Hence, transporta-
tion planners must carefully consider the behavioral response of drivers
when expanding highway capacity. How will additional highway ca-
pacity change the volume, temporal distribution, spatial distribution,
and speed of vehicular travel? This paper measures one such factor: the
effect of highway expansion on the volume of vehicle travel in US urban
areas.

There is little dispute among transportation researchers that ex-
panding highway capacity increases vehicle use. This phenomenon is
commonly known as induced demand, and it demonstrates a funda-
mental economic principle: individuals tend to consume more of a good
as the price of the good falls. In other words, wider highways increase

E-mail address: khymel@csun.edu,
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traffic speeds and reduce the time cost of driving, thereby inducing
additional vehicle travel. In the short run, when residential and em-
ployment locations are fixed, faster peak period highway speeds attract
drivers from alternate routes, modes, and times of day. Then, in the
long-run, faster speeds encourage additional social and economic be-
havior in areas made more accessible by the new highway capacity,
which further increases traffic volumes.

Research studies since the 1960s have suggested that, because of
induced demand, the hoped-for benefits from highway expansion tend
to be short-lived and do not provide lasting relief to traffic congestion.
Early studies by Downs (1962), Smeed (1968), and Thomson (1977) go
so far as to argue that, over time and without any other offsetting de-
terrent, rush-hour traffic speeds tend to revert to their pre-expansion
levels. The finding has even been dubbed the Fundamental Law of Read
Congestion (Downs, 1962), which asserts that the elasticity of vehicle
miles traveled with respect to lane mileage is equal to one, implying
that driving increases in exact proportion to highway capacity addi-
tions.

A related strand of research examines the direct effect of travel-time
savings on the demand for vehicle travel. Road improvements in con-
gested areas induce additional travel indirectly, as drivers ultimately
benefit from reductions in the generalized cost of driving brought about
by faster traffic speeds (For a review of the literature, see Wardman
(2012).). Thus, the elasticity of vehicle mileage with respect to travel-
time may serve as a better predictor of future traffic volumes, as some
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road improvements occur in uncongested areas and have little impact
on the speed of traffic. But accurately measuring that elasticity is
challenging as travel times can vary widely across the hours of the day
and the days of the week. These practical difficulties have prompted
many researchers to use lane mileage as a proxy for time-savings.
Hence, induced demand elasticities based on capacity expansions
should be correctly interpreted as average effects applying to the road
types included in a given study.’

The existing literature on induced demand is extensive and includes
case studies as well as analyses based on aggregate cross-sectional and
time series data. Though rich in detail, findings from individual case
studies can be hard to generalize and may have a limited ability to
predict the effects of highway expansion in other metropolitan areas.
Moreover, highway expansion impacts travel on a city's entire trans-
portation network and may alter traffic on any secondary roads ex-
cluded from a case study. In contrast, studies that measure induced
demand for a cross-section of metropolitan areas over many years can
yield generalizable lessons that are relevant to the national highway
policy debate. Nevertheless, estimates of the induced demand elasticity
differ considerably across studies and depend on the time horizon, unit
of measurement, and empirical model employed. Research using county
or state-level panel data generate elasticity estimates that vary widely
both within and across studies (Cervero, 2002). For other reviews of the
induced demand literature see Goodwin (1996), Noland and Lem
(2002), and Graham and Glaister (2004).

Many of these earlier studies, however, do not provide clear iden-
tification strategies, making it difficult to uncover the causal links be-
tween highway capacity and vehicle travel. Although capacity and
travel are highly correlated, it is not plausible to assume that causality
flows in a single direction. Transportation planners, for example, do not
randomly select which highways to widen. Instead they prioritize im-
proving highway segments with unacceptable levels of traffic conges-
tion or in areas expecting economic growth. Initially, a newly widened
highway will attract drivers from other routes, modes of travel, and
times of day. Over time, however, vehicle speeds tend to regress as
traffic increases, eroding the sought-after congestion relief and en-
couraging further capacity expansion. Thus, it is not plausible to as-
sume that causality flows in a single direction: highway capacity itself is
endogenously determined by the volume of vehicle travel and other
factors.

Failing to control for endogeneity in a travel demand model will
likely generate biased estimates of the induced demand elasticity,
which casts doubt on the validity of studies lacking a credible identi-
fication strategy. That said, instrumental variables (IV) has been the
prevailing approach to estimating the causal effects of highway ex-
pansion. The earliest IV-based studies proposed a variety of instruments
for highway capacity, which include lagged values of highway capacity
growth (Fulton et al., 2000), the amount of urban land area (Noland
and Cowart, 2000), and a combination of political and environmental
measures (Cervero and Hansen, 2002). But, good instruments have
proven difficult to find and the reliability of the induced demand esti-
mates from these early studies is uncertain, as none tested for bias from
weak or invalid instruments.

There are, however, studies that focus attention on the causal re-
lationship between vehicle travel and highway capacity. For example,
Duranton and Turner (2011) used an early plan of the US Interstate
highway system from 1947 along with a set of rail and exploration
routes from the 1800s to generate instruments for urban area lane
mileage. Their instrumental-variable based estimates of the induced
demand elasticity range from 0.92 to 1.04, which are consistent with
the fundamental law. In a set of related studies, the road mileage de-
picted on the 1947 plan serves as an instrument in much the same way

! Hereafter the term elasticity refers to the response of vehicle travel with
respect to highway capacity, unless otherwise noted.
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— Baum-Snow (2007) estimates the effect of highway provision on
suburbanization, Michaels (2008) looks at trade barriers and labor
market outcomes, and Hymel (2009) examines the effect of traffic
congestion on metropolitan employment growth. In those studies, a key
argument for instrument validity is the long span of time separating the
1947 highway plan from economic outcomes occurring decades later.
Revisiting the map-based approach of Duranton and Turner (2011), Hsu
and Zhang (2014) generate instruments from a map of planned high-
ways in Japan, and also find induced demand elasticity estimates that
support the fundamental law of road congestion, ranging from 1.24 to
1.34. Other studies have addressed causality with Granger causality
tests (Fulton et al., 2000; Melo et al., 2012), simultaneous equations
models Noland (2001); Hymel et al. (2010), and propensity scores
(Graham et al., 2014), Table 1 summarizes the methodologies and re-
search findings of induced demand studies that controlled for en-
dogeneity bias by using instrumental variables.

To help disentangle causality, this paper examines how scarce
highway funds are allocated across competing projects. Policymakers at
the federal, state, and local level all exert influence over the distribution
of highway funds. A key funding mechanism in the US is the Federal-
Aid Highway Program, which redistributes motor-fuel tax revenue put
into the Highway Trust Fund. Using a statutory formula, the program
apportions federal funds among states to help pay for a variety of sur-
face transportation programs. Key factors in the formula include the
size of each state's road network, the amount of vehicle travel, fuel tax
revenues, and air pollution levels.? Ultimately state and local trans-
portation departments decide where to spend their own portion of the
funds.

Do these formulas, written by Congress, accurately reflect highway
transportation needs? If so, the funding formulas present further evi-
dence that road building is not exogenous to vehicle travel. However,
legislative politics can also create inefficiencies if the formulas redirect
funds towards places with influential members of congress and away
from places with high priority road projects. To answer that question,
this paper develops a set of instrumental variables that measure the
degree of influence each state's congressional delegation has had in the
US House of Representatives and US Senate.

The remainder of this paper is organized as follows. Section 2 pro-
vides background information about highway finance and its relation to
politics in the US. Section 3 describes this paper's identification strategy
and provides evidence demonstrating the exogeneity and predictive
strength of the instrumental variables. To estimate the induced demand
elasticity, Section 4 develops a dynamic panel model of urban travel
demand across US states between 1981 and 2015. The model addresses
important statistical issues including unobserved heterogeneity, en-
dogenous highway capacity, and the dynamic response of vehicle travel
to highway capacity expansions. Section 5 presents a robust set of es-
timates which suggests that, over the long run, highway expansions
generate an almost one-for one increase in vehicle travel. That is, the
most trustworthy estimates of the induced demand elasticity are very
close to one and add further support for the fundamental law of road
congestion.

2. Background

Surface-transportation spending bills have historically been con-
tentious, and there is little doubt that members of Congress have strong
incentives to secure federal funds for their constituents and to oblige
campaign contributors (Levitt and Poterba, 1999; Knight, 2005).
Highways are tangible, long-lived, and conspicuous. Because of those
features, members can, without much difficulty, point to a popular
highway improvement and claim credit for securing the federal funds

2The US Federal Highway Administration reports the prevailing funding
formula in its annual Highway Statistics publication.
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Table 1
Induced demand elasticity estimates from earlier IV-based studies.
Study Sample Identification strategy Estimator Elasticity range  Time period
Internal instrument
Fulton et al. (2000) Counlies in the US Mid- Lagged growth in highway capacity FE 0.56-0.59 Short run
Atlantic 2SLS FE 0.46-0.51 Short run
(1969-1996)
External instruments
Noland and Cowart (2000)  US urbanized ureas Urbanized land area inverse population density 2SLS FE 0.28 Short run
(1982-1996) 2SLS FE 0.90 Long run
External instruments
Cervero and Hansen Urban counties in California Measures of geography, politics, and air quality 3SLS FE 0.79 5 year
(2002) (1976-1997)
External instruments
Duranton and Turner US Metropolitan Statistical The 1947 US Interstate Highway system plan and mapped rail and ~ OLS 0.82-0.86 10 year
(2011) Areas exploration routes from 1835 to 1898 FE 0.95-1.12 10 year
(1983-2003) 2SLS ML 0.94-1.03 10 year
Internal instruments
Melo et al. (2012) US urbanized ureas Lagged levels and differences of the dependent & independent GMM 0.98 Long run
(1982-2010) variables
External instruments
Hsu and Zhang (2014) Urban employment areas in Japan's 1987 National Expressway Network Plan oLS 1.02-1.17 3-5 year
Japan FE 1.13-1.14
(1990-2005) 2SLS ML FE  1.24-1.34
Internal instruments
Graham et al. (2014) US urbanized ureas Lagged levels and differences of the dependent & independent PS RE 0.77 Long run
(1985-2010) variables OLS 0.76 Long run
FE 0.53 Long run
GMM 0.61 Long run

Notes: Studies typically reported results using multiple estimators and model specifications. The following conventions distinguish the different estimators employed
in a given study: OLS = pooled ordinary least squares; 2SLS = two-stage least squares; 3SLS = three-stage least squares; GMM = generalized method of moments;
ML = Maximum likelihood; PS = propensity scores; FE = fixed effects; RE = random effects. The elasticity range refers to the minimum and maximum elasticity
estimate for a given estimator across different model specifications. Time horizon refers to the length of time a study assumes will transpire before the effects of

induced demand will play out.

that helped finance it (Grimmer et al., 2012). Moreover, members of
congress who steer funds to their home districts, do so to court voters
and win reelection (Levitt and Snyder, 1997). For example, drivers who
endure intense traffic congestion would likely benefit from additional
highway capacity funded by federal tax dollars. Likewise, individuals
residing in congestion-free areas may also derive benefits from highway
projects, which can stimulate regional economies and generate em-
ployment.

That said, increased federal funding for highways may not appeal to
the voters who bear the external costs of vehicle use (e.g., air pollution
and noise). In addition, new highway capacity can increase accessibility
and widen the spatial size of metropolitan area labor markets, which
may redistribute jobs and other economic activity from one place to
another. The uneven distribution of these costs and benefits across in-
dividuals suggest that expanding capacity will generate both winners
and losers. Consider a member of cengress who secures funds for a
highway project in their home district. Among that member's con-
stituents, the number of winners (i.e., those deriving positive net ben-
efits from the project) would be expected to exceed the number of lo-
sers. For one, paying for a local highway project with federal funds
spreads the capital costs across all US taxpayers, while the district's
constituents enjoy most of the benefits. That imbalance incentivizes
members of congress to obtain federal funding for projects back home
that would otherwise fail benefit cost tests. Moreover, incumbents
seeking reelection would be unwise to sponsor highway projects that a
majority of their electorate disapprove of.

Members of Congress use a variety of legislative maneuvers to se-
cure Federal-Aid Highway funds for their constituents. First and fore-
most, members shape the funding formulas through the political pro-
cess, which rewards states or districts with senior, high-ranking, and
majority party members (Moore and Hibbing, 1996). Although the
funding formulas calculate each state's allocation of highway funds
using objective measures, Congress can also rewrite or adjust the for-
mulas, and has typically done so when drafting long-term highway

59

funding bills (Shatz et al., 2011). Members of key transportation-related
committees wield even more influence because they can markup or add
amendments to any highway-related bill and can directly earmark
funds for specific projects in their home district.

Groups from across the political spectrum have assailed both the
formulas and earmark spending for inefficiently distributing highway
funds. Estimates by Knight (2004) suggest that the annual cost of fed-
eral highway spending exceeds benefits by $7 billion while Cooper and
Griffith (2012) estimate that nearly one quarter of formula funds were
distributed according to factors unrelated to objective transportation
needs in 2010. Instead the federal government distributed more than 10
billion dollars through a set of complicated bonuses and minimum
guarantees, which were intended to promote equity across states.” The
factors used in the funding formula have also been criticized for being
poor indicators of actual highway needs. For example, prior to 1980,
the formula used a state's total number of center-line road miles to
measure the extent of the highway system. Although important, that
variable does not adequately measure urban highway capacity, which
depends not only on length, but also the number of lanes a road has.

Furthermore, the funding formulas have also created so-called
“donor” and “donee” states, which result from the difference between
fuel tax revenues a state pays into the highway trust fund and what it
gets back in the form of grants. Between 1956 and 2016, the cumulative
grant allocations given to eight predominantly rural states were more
than twice as large as their cumulative payments into the trust fund
(Zhu and Brown, 2013)." As many critics claim, the perennial im-
balance between tax payments and highway grants suggests that the

* The apportionment formulas in effect during 2015 can be found at https://
web.archive.org/web/20170831060313/https://www.thwa.dot.gov/
policyinformation/statistics/2015/fada.cfm.

4 0f those eight donee states, six were mostly rural: North Dakota, South
Dakota, West Virginia, Alaska, Vermont, and Montana. The two mostly urban
states were Rhode Island and Hawaii.
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Fig. 1. Hypothesized causal relationships between the empirical model's key variables.

formulas are not efficiently allocating funds to the states where
highway needs are greatest (Knight, 2004; Coopert and Griffith, 2012).

Although susceptible to manipulation and inefficient, the highway
funding formulas distribute federal money to states based on a set of
observable measures, which are straightforward to include in a re-
gression model. Obtaining unbiased estimates of the induced demand
elasticity, then, depends more critically upon accounting for un-
explained variation in vehicle travel that correlates with the ex-
planatory variables. The byzantine nature of the US legislative process
bolsters the identification strategy developed in this paper: earmarks,
vote-trading, and omnibus spending bills all serve to divert highway
funds away from the most beneficial transportation projects and to-
wards districts with influential delegates.

3. Research design

To help motivate the empirical medel and identify an appropriate
set of explanatory variables, this section develops a conceptual frame-
work to illustrate the relationships between highway capacity, vehicle
miles traveled, and other relevant factors. Fig. 1 presents a directed
graph depicting the hypothesized causal linkages between vehicle miles
traveled and its determinants. Each of the diagram's arrows indicate the
presence and direction of a first-order causal link between two vari-
ables. The absence of an arrow linking two variables implies that no
direct causal relationship exists, although the two items may be in-
directly linked through one or more intermediate variables.

Consider equilibrium traffic speed, which is simultaneously de-
termined by highway capacity, the demand for vehicle travel, and other
traffic-demand management programs. As Fig. 1 shows, the amount of
highway capacity has a direct positive effect on traffic speed in the
short-run. However, the reverse causal effect does not follow the same
path, because traffic speed effects highway capacity through inter-
mediate channels. For example, suppose there was an abrupt and

60

permanent fall in fuel prices. Traffic congestion would worsen as in-
dividuals, responding to the price shock, undertake more vehicle travel.
The decline in traffic speed would impact highway capacity indirectly,
by influencing transportation officials' long-term plans for highway
infrastructure improvements.

Developing an empirical model of these interrelated causal linkages
is not straightforward, making it difficult to obtain credible estimates of
the induced demand elasticity. To obtain precise and unbiased induced
demand elasticity estimates, it is important to control for the many
exogenous factors that help determine vehicle miles traveled.
Exogenous variables that influence travel demand include macro-
economic and geopolitical events that occur at the national or global
level. Such variables would include economic recessions, changes in US
trade policy, and fuel price volatility.

The exogeneity of these variables, however, requires states to be
atomistic. In other words, states must be numerous enough, such that a
sizable economic shock occurring in one urban area will have little
impact on the larger national economy. For example, suppose that mass
layoffs at a single manufacturing plant cause that area's VMT to sharply
decline. Atomism implies that the effect of the layoffs would remain
localized, having no discernible impact on unemployment rates or VMT
measured nationally. In the current context, a group of 51 states®
spread over a wide geographic area is numerous enough to assume
atomistic behavior and accept the exogeneity of variables measuring
economic conditions. Specifications of the empirical model, described
in the next section, include controls for fuel prices, per-capita income
levels, and the rate of unemployment, which are reliable predictors of
aggregate travel demand (Noland, 2001; Hymel et al., 2010).

Other exogenous factors that influence the demand for vehicle
travel are fixed at the state level and remain relatively constant over a
period of time. Examples of these so-called fixed-effects include a state's

®This figure counts the District of Columbia as a state.



K. Hymel

terrain and climate, which influence the quality of alternate forms of
transportation such as bicycling and walking. In a similar vein, histor-
ical events of the distant past can generate long-lasting effects because
of path dependencies. Using panel data and the within-group estimator
makes controlling for both state- and year-fixed-effects a straightfor-
ward task. Further details of the fixed effects approach are presented in
Section 4 below.

3.1. Instrumental variables

Including a rich set of explanatory variables improves the precision
of regression estimates and reduces omitted variables bias. But the key
variable, highway capacity, is not exogenous, so obtaining unbiased
estimates of the induced demand elasticity is challenging. To address
the endogeneity of highway capacity, this paper uses an instrumental
variables approach. A valid instrument for highway capacity must be
strongly correlated with lane mileage and, conditional on the ex-
planatory variables, it must also be exogenous to vehicle miles traveled.
Measures of a state's level of political influence can serve as valid in-
strumental variables, and the evidence presented below demonstrates
how they satisfy the strength and exogeneity requirements just men-
tioned.

In the US Congress, the House Committee on Transportation and
Infrastructure (HCTI) and the Senate Committee on Environment and
Public Works (SCEPW) vield the greatest influence over highway policy
and the distribution of grants.® Members of these committees exert
influence over highway legislation through two main channels: by
shaping the funding formulas that distribute Highway Trust funds and
by funding specific projects through earmark spending.

Procedural rules in the US House of Representatives give consider-
able control over the legislative agenda to individual committees.
Acting as gatekeeper, each committee holds hearings and debates be-
fore approving (or rejecting) bills falling under its jurisdiction
(Davidson et. al, 2013). Moreover, the HCTI retains the sole power to
amend, revise, rewrite, or table a highway spending bill before moving
it to the House floor for consideration by the full chamber. Once passed
by the full chamber, legislation moves to the conference committee. At
that stage, the HCTI regains a measure of influence as its members
negotiate the final terms of highway spending bills with the SCEPW.

Institutional norms in Congress have also helped consolidate
political power within committees. Historically, the House of
Representatives has practiced reciprocal deference, a system of tacit vote-
trading between committees (Krehbiel et al., 1987). In other words,
expecting reciprocity, representatives would defer to the policy experts
sitting on other committees and not oppose legislation outside of their
own jurisdiction. As transportation is a relatively non-partisan issue,
reciprocal deference would be expected to dampen opposition to dis-
torted funding formulas and earmarked pet projects, thereby increasing
highway funds allocated to HCTI members' districts. These idiosyn-
crasies of the US legislative system concentrate the power to shape
highway policy within the HCTI and to a lesser degree the SCEPW.
Indeed, research by Evans (2004), Knight (2002), and Lee (2003) find
that members of key transportation committees garner more funding
for their constituencies.

The predictive strength of the transportation committee instruments
is also reinforced by intrinsic features of highway infrastructure. Urban
highway investments and land-use decisions tend to restrict a city's
subsequent infrastructure options, creating path dependencies.
Consider adding a new link to an existing urban highway network.
Some of the major roadway construction tasks - such siting, excavation
and grading - permanently alter the terrain and have far reaching

®The House and Senate appropriations committees determine overall funding
levels for federal agencies and programs, but they exert less influence over how
grants are distributed across the states.
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effects on future land use patterns, which makes rerouting or decon-
structing urban highways impractical.” Furthermore, population
growth increases land rents and population densities, both of which
raise the cost of constructing new urban highways and limits oppor-
tunities for lane widening. Thus, the prevailing spatial structure of an
urban highway network depends in large part on initial conditions and
the actions of influential policy makers from the past.

These arguments suggest that legislators serving on one of the
transportation committees during the inception and early years of the
US Interstate highway system would have an outsized and enduring
effect on their district's ability to expand highway capacity many years
later. This line of reasoning is central to the exogeneity argument in
many induced demand studies that rely on historical maps to construct
instruments for highway capacity (see e.g., Duranton and Turner, 2011;
Garcia-Lopez et al., 2015; and Hsu and Zhang, 2014).

Long time lags also tend to separate the debut of new highway ca-
pacity from its associated authorizing legislation. So, construction on an
earmark-funded project could continue well beyond its sponsor's term
in congress. Likewise, changes to the funding formula in a multi-year
reauthorization bill would have little near-term impact on capacity, as
states use already obligated funds to pay for road projects. Over time,
however, changes to the formula would have a greater impact on ca-
pacity as states adjust their transportation plans to accommodate any
changes in federal grants. Coupled with path dependency, the long
duration of highway legislation, planning, and construction suggest
using deeply lagged measures of political influence to instrument for
future highway capacity levels. Thus, the cumulative delegate-years of
House and Senate transportation committee membership will serve as
the political influence instruments. The starting point for measuring
committee membership is 1956, which marks the inception of the
Interstate Highway System.

The first instrumental variable H;, measures the cumulative years of
HCTI membership possessed by state i between 1956 and year t.

t 435

H;, = Z Z hijx

j=1956 k=1

1 if representative k from state i
hijo = served on the House CTI in year j otherwise.

0
Similarly, instrument §;, measures state i's cumulative membership
on the Senate CEPW in year t.

1 100

Si = Z ZsiJ.k

J=1956 k=1

1 if senator k from state i served on the Senate CEPW in year j
Sijk =
0

otherwise

The assignment data used to construct these two instruments is
drawn from committee rosters published by Congressional Quarterly.

The political process that assigns delegates to committees could
pose a threat to this identification strategy. For example, delegates from

7 A meta-analysis conducted by Cairns et al. (2002) examined more than 70
European roadway reallocation projects. They conclude that, contrary to public
perception, converting roadways to more pedestrian and transit-friendly uses
can reduce automebile use, without degrading driving conditions on the sur-
rounding roads. These projects were usually accompanied by improvements to
nearby transit facilities, bus-only lanes, and sidewalks, which presumably
served a portion of the displaced automobile traffic. However, some of these
conversions also improved the quality of alternate modes of transportation,
which makes it difficult to disentangle the causal effect of reducing capacity
from the concurrent effect of any improvements to the surrounding area.
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districts with high levels of urban traffic congestion may self-select onto
or be matched to one of the key transportation committees. If delegates
from the most congested districts are systematically assigned to the
HCTI or SCEPW, the validity of the instruments is questionable.
However, that argument is not supported by any strong empirical evi-
dence.

Congressional delegates, from both urban and rural districts, have a
strong incentive to “bring home the bacon” for their constituents when
seeking reelection. Highway projects — being tangible, conspicuous, and
firmly rooted in one place — make particularly useful examples on the
campaign trail, and incumbents do take credit for procuring the re-
quisite funds (Evans, 2004; Grimmer et al., 2012). These features in-
crease the value of seats on the transportation committees because
members can earmark federal funds for highways more easily than non-
members. Hence, demand for a seat on the HCTI or SCEPW is not
limited to delegates from congested urban areas - rural districts may
also benefit from extra funds, as construction can boost both employ-
ment and the demand for locally-produced inputs.

Indeed, research by Lee and Oppenheimer (1999) found that smaller
and more rural states have historically been overrepresented on the
HCTI relative to more urbanized states where most congestion occurs.
Similarly, each US state has equal representation in the Senate, which
amplifies the political influence of committee members from sparsely
populated states. These aspects of the committee assignment matching
process in the House and the structure of the Senate, do not support the
argument that delegates from the most congested districts are system-
atically assigned to the HCTI or SCEPW.

Many factors unrelated to urban traffic conditions help determine
committee assignments, including the delegate's party affiliation, level
of seniority, reelection prospects, and policy-area expertise (Frisch and
Kelly, 2006; Kellerman and Shepsle, 2009). For example, in the absence
of term limits, long-serving members of Congress may be loathe to re-
linquish their valuable committee posts. Low turnover on committees
also reduces the likelihood of seating delegates from states with the
most urgent highway needs. Similarly, party and committee leaders
make members pay “party dues”, via fundraising, to secure a preferred
committee assignment (Burgat, 2017). Such actions reward talented
fundraisers instead of individuals with useful knowledge about trans-
portation, and inhibits Congress from making intelligent highway po-
licies. Together, these idiosyncratic aspects of the political process
render arguments against instrument validity unconvincing.

First stage regression results, presented in Section 5 below, show
that a state's cumulative years of representation on the HCIT and
SCEPW are both reliable predictors of current lane-mileage, with the
effect being stronger in the House. The relatively weaker effect of
SCEPW representation is not surprising. The Senate, being more egali-
tarian, places less importance on member seniority than does the more
hierarchical House, which in turn diminishes the importance of cu-
mulative prior representation. Section 5 below presents further evi-
dence from statistical tests supporting the exogeneity and strength of
the instruments. )

3.2. Data sources

The data used in this analysis include important transportation,
geographic, and socioeconomic variables for US States and the District
of Columbia measured between 1981 and 2015. The two key data series
are drawn from the Federal Highway Administration's (FHWA) annual
Highway Statistics publications. Highway capacity is measured as the
total number of lane-miles residing within Census-defined urban areas
in a given state, and is limited to freeways and other limited-access
roads. The measure of highway use, vehicle miles traveled, is similarly
limited only to driving in urban areas. Table 2 presents summary sta-
tistics.

For the early years in the sample, states typically estimated vehicle
travel using a combination of fuel tax receipts, traffic counts, and
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survey data. Evaluating these data, Schipper et al. (1993) found the
FHWA's aggregate vehicle miles traveled measures correspond with
those calculated from the National Personal Transportation Survey,
lending them credibility. Moreover, as technology has progressed, es-
timates of vehicle miles traveled have become much more precise.
States now use loop detectors embedded in highways and GPS or cell
phone tracking to collect a wealth of highly detailed spatial and tem-
poral traffic data.

4. Empirical model and estimation

The main goal of this research is to estimate the induced demand
elasticity, but doing so is made difficult by three primary factors. First,
including highway capacity or another endogenous variable in a travel
demand regression model generates biased coefficient estimates. So, to
account for endogeneity bias, this paper employs an instrumental
variables approach as described in Section 3.

Second, unobservable factors that influence travel demand are
likely to exist, and if not controlled for, will lead to omitted variables
bias. To limit such bias, the specifications will include observable
travel-demand factors that vary over time and across states. Moreover,
the panel nature of the data also permits testing different model spe-
cifications for several sources of unobserved heterogeneity. In most
specifications, the within-group panel estimator will control for time-
invariant state-specific fixed effects (e.g., geographic area, topography,
etc.). A set of year dummy variables will control for time-varying effects
that are common to every state, (e.g., macroeconomic shocks, oil crises,
etc.). Alternatively, travel demand trends may also differ across states,
and to account for such heterogeneity some specifications will include
state-specific linear time trends.

The third factor complicating estimation stems from transaction
costs or other barriers that inhibit drivers from quickly adjusting to
shocks, which raises the risk of misspecification if the dynamic nature
of travel demand is not correctly modeled. To account for the dynamic
nature of vehicle travel and to model driver adaptation, a partial ad-
justment model will provide estimates of the short and long run induced
demand elasticities.

To illustrate the need for a dynamic model, first consider a simple
static model of travel demand,

Vi=a+yCy + BXy + g (= 1,...T; i = 1,..,N) (@)

where V; is urban vehicle-miles traveled for state i in year t, C;, is urban
lane mileage, and X;, is a set of exogenous variables that help determine
travel demand. The state-specific effect, «;, which may be correlated
with X, accounts for time-invariant factors such as a state's climate or
topography. Variables V and C are measured in logarithms, so y mea-
sures the induced demand elasticity.

Static model (1) implies that VMT immediately adjusts to its equi-
librium level following an increase in highway capacity. But a rapid and
complete adjustment may not be feasible if there are transition or
learning costs that impede some individuals from altering their driving
behavior. For example, a commuter might respond to faster freeway
speeds by moving their residence or by changing jobs. But such long-
term adjustments are costly and it may take several years for the full
effect of a capacity increase to be realized.

The beneficial effects of highway capacity expansion may generate
time savings that endure for more than one period, providing a stream
of future benefits. Thus, the present discounted value of an expansion is
directly tied to the adjustment speed of travel demand. Accurate mea-
sures of how rapidly (or slowly) drivers adjust to changes in the
transportation network have important policy ramifications. For ex-
ample, the total time savings generated by capacity expansion depends
on the duration of congestion relief, so reliable estimates of the long-
run induced demand elasticity are key factors in cost-benefit analyses
and long-term transportation planning models.

Panel data sets (with suitably long time series) can help model the
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Table 2
Summary statistics (1981-2015).
Min. Max. Mean Std. Dev. Source

Vehicle Miles ‘Iraveled (millions) 2665 335,539 48,415 52,093 FHWA

Urban Area Lane Miles 1122 253,319 38,534 42,392 FHWA

Population (millions) 0.405 39.144 5.367 5.995 US Census

State Unemployment Level 2.30 17.80 6,08 2.10 BEA

Gas price with taxes (2015 cents) 125.85 467.27 251.05 72.49 EIA

Income per capita (2015 dollars) 7127 73,890 27,106 12,314 BLS

Number of delegates on HCTI 0 9 1.27 1.54 Congress. Quarterly

Number of delegates on SCEPW 0 2 0.42 0.52 Congress. Quarterly

Notes: The summary statistics are based on data measured annually at the state level for the 50 US states and the District of Columbia. HCTI stands for the US House
of Representatives Committee on Transportation and Infrastructure, and SCEPW is the Senate Committee on Environment and Public Works.

dynamic aspects of induced demand and can generate useful short and
long-run elasticity estimates. Consider the dynamic panel model below,
which adds the one year lag of V to model (1):

Vi=ai + ¢V + yCi + BXy + & (2)

By including lagged VMT as an explanatory variable, the dynamic
model can distinguish short-run changes in travel demand from long-
run movement towards equilibrium in response to an increase in
highway capacity. This model implies that the current level of VMT is
not solely determined by contemporary factors, but also by the entire
past history of the explanatory variables and error terms subsumed by
the lagged VMT term. Hence, the coefficient for lagged VMT, ¢, mea-
sures the year-to-year persistence of travel demand. A value of ¢ close
to zero implies low persistence, while a value of ¢ close to one implies
high persistence. In each of the partial-adjustment model specifications,
vehicle miles traveled and lane mileage are measured in logs, so coef-
ficient f measures the short-run induced demand elasticity, while %
measures the analogous long-run elasticity.

To control for unobserved heterogeneity common to each state,
some specifications employ the within-group estimator, which demeans
variables at the state level, wiping out the fixed-effects («;). Further,
because g is correlated with Cy, the strict exogeneity assumption does
not hold, so (demeaned) model (2) will be estimated by two-stage least
squares (2SLS) using the political influence variables (H; and S;) as
instruments for endogenous highway capacity (G;). To test the ro-
bustness of the results, other specifications of (2) include year dummies,
a linear time trend, or state-specific time trends.

Drawing useful inferences from (2) crucially depends on the accu-
racy of the regression coefficients, and obtaining unbiased and con-
sistent estimates of ¢ and v is not straightforward. In (2) the fixed effect
«; appears in all observations for state i, and is thus correlated with V},_,
making the lagged dependent variable endogenous. Taking first dif-
ferences removes the state fixed effect:

AVy = @AV 1 + yAC + BAXy + Agy, 3

where A is the lag operator (e.g., AV, =V, — V).

Although first differencing (2) removes the state fixed effect, the
operation reintroduces endogeneity because g, ; is a part of ¥,_,.
Hence, AV,,_; is correlated with the differenced error term, which
renders the within-group estimator both inconsistent and biased
(Nickell, 1981). This prevalent problem, commonly referred to as
Nickell Bias, motivated a large literature on dynamic panel econo-
metrics and brought about a range of estimators that are well-under-
stood and frequently used in micro and macroeconomic applications
(Arellano, 2003).

Thus, to address the dynamic-panel endogeneity problem, Section 5
also considers estimates produced by the generalized method of mo-
ments (GMM) estimator developed by Blundell and Bond (1998). In
short, a GMM estimator combines the information contained in an
observed sample of data with a set of restrictions implied by theory
known as population mement conditions. The method generates estimates
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by finding the parameter values that make a set of sample moments as
close as possible to the corresponding population moments. As the
name suggests, GMM is a very general estimation approach as it nests
many common estimators (e.g., ordinary and two-stage least squares,
maximum likelihood) along with the more complex dynamic panel
estimators designed to address Nickell Bias. This useful property makes
comparing the results from different models easier, as large-sample
GMM estimators are consistent and asymptotically normal, provided
both the dependent and independent variables are stationary (Newey
and McFadden, 1994).

Although uncorrected Nickell Bias may lead to false inferences, the
bias vanishes as the time dimension of the panel data set increases. So,
with T = 34 annual observations per state, the degree of bias is ex-
pected to be small. Indeed, the calculated Nickel bias of the lagged
coefficient when T = 34 and ¢ = 0.66 equals —0.050 (Arellano, 2003).
Nevertheless, results from the Blundell-Bond estimator will serve as
additional robustness checks for the conventional least-squares based
estimates.

5. Results

This section presents regression results and induced demand elas-
ticities generated by the dynamic model using both least-squares and
GMM based estimators. Across all models, urban vehicle miles traveled
and urban lane mileage are in logarithmic form and measured per-ca-
pita. The set of control variables includes the state unemployment level,
log income per-capita, and log real gas price. Some specifications also
include year dummies, a linear time trend, or a set of state-specific time
trends.

Table 3 presents estimates for various specifications of the dynamic
panel model. Column (I) reports results from the pooled ordinary-least-
squares (OLS) estimator, which ignores the panel nature of the data and
fails to account for endogenous lane-mileage. That specification pro-
duces a statistically significant long-run induced demand elasticity es-
timate of 0.855, but otherwise performs badly. The unemployment and
gas price coefficient estimates are not statistically significant and,
contrary to expectations, the coefficient on the income variable has a
negative sign. Estimates presented in column (IT) are from the within-
group estimator, which demeans each of the variables at the state level
to control for fixed effects. The resulting long-run elasticity estimate
falls slightly to 0.703, and coefficients for the other explanatory vari-
ables become statistically significant and take the expected signs.

The long-run induced demand elasticity estimates in columns (I)
and (II) are similar in magnitude (0.855 and 0.703 respectively), but
the component parts of the long-run estimate suggest substantially
different adjustment speeds for drivers.® The lagged VMT coefficient
from the pooled OLS model in column (I) equals 0.974, which implies
that drivers adjust their behavior very quickly following a change in

8 Recall that the expression for the long run elasticity is % where ¢ and §

are the lagged VMT and lane-mileage coefficient estimates, respectively.
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Table 3
Dynamic panel model estimates.
Model n (In (1 vy 4] D
Estimator OLS OLS 2SLS 2SLS 2SLS 28LS
State fixed effects Y Y Y Y Y
Year fixed effects a4
State specific trends Y
Lagged dependent variable 0.974 0.744 0.663 0.653 0.656 0.639
(210.93) (54.92) (15.99) (13.06) (11.38) (6.41)
Log urban lane-miles per capita 0.0220 0.180 0.349 0.369 0.364 0.322
(4.17) (14.22) (4.22) (3.77) (3.14) (1.84)
State unemployment level —0.0400 —=0.310 —0.394 —-0.232 —0.341 -0.331
(-0.65) (-4.40) (-4.67) (-2.14) (-4.18) (-2.91)
Log income per capita —0.0145 0.0468 0.0463 0.0621 0.0832 0.161
(-3.81) (7.78) (7.31) (2.07) (1.98) (4.81)
Log gasoline price (2015) —0.00577 —0.0261 —0.0438 0.0347 —0.0424 —0.0476
(-1.11) (-4.99) (-4.32) {0.96) (-3.93) (-3.09)
Linear trend —0.00159
(-0.88)
Long-run induced (.855 0.703 1.038 1.063 1.056 0.892
demand elasticity
IV diagnostic tests
First-stage F-statistic 22.17 16.77 11.84 5.346
Sargan test statistic ~ y2 0.91 0.67 1.60 0.11
First-stage coefficient estimates
HCTI members per capita 0.0107 0.00897 0.00622 0.0144
(5.160) (4.235) (2.930) (3.190)
SCEPW members per capita 0.00314 0.00328 0.00395 0.00350
(1.933) (2.108) (2.468) (0.836)

Notes: The dependent variable is the natural logarithm of urban vehicle miles traveled per capita. The t-statistics in parentheses are based on robust standard errors
clustered at the state level. Coefficients for the estimated model intercept, year dummies, and state-specific time trends are excluded for brevity.

highway capacity. But the within-group estimates in column (II) yield a
smaller lagged coefficient estimate of 0.744, which implies a much
slower adjustment speed. Although endogeneity bias renders these
baseline results untrustworthy, they serve as reference point to help
illustrate the substantial impact that instrumental variables and con-
trols for fixed effects have on induced demand estimates.

The two-stage least squares (2SLS) estimates of the dynamic model
are shown in columns (III) through (VI) of Table 3. The specification in
column (III) is estimated with the two-stage least squares within-group
estimator, using the political-influence instruments. The estimated
short and long-run induced demand elasticities are 0.349 and 1.038
(Wald-test p-value < 0.0001) respectively, which provides strong sup-
port for the fundamental law of traffic congestion. Additionally, the
estimates provide a measure of how quickly traffic levels respond to
changes in highway capacity. Following an expansion, urban VMT is
expected to achieve 58.0%, 73.4%, and then 90.1% of its ultimate
equilibrium level of growth after a span of two, three, and five years
respectively. In other words, these estimates predict that the effects of
induced demand will set in quickly and new traffic will consume more
than 90% of the new highway capacity after just five years.

Columns (IV), (V), and (VI) present estimates from other specifica-
tions of the partial adjustment model, and include year dummies, a
linear time trend, and state-specific time trends respectively. Overall,
the results are robust and change little with additional explanatory
variables. When year dummies are included, the estimated long-run
induced demand elasticity increases slightly to 1.063 (Wald-test p-value
< 0.0001) compared to the estimate of 1.038 from specification (III).
Similar results hold for specification (IV), which includes a linear time
trend instead of year dummy variables. That specification yields a long
run elasticity estimate of 1.056 (Wald-test p-value < 0.0001), which is
also nearly identical to the estimates based on specifications (III) and
(IV). In specification (VI), the lane mileage and autoregressive coeffi-
cient estimates are 0.322 and 0.539 respectively. Together those esti-
mates yield a long-run elasticity estimate of 0.892, which is smaller
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than the estimates from specifications (IIl), (IV), and (V). The most
likely explanation for the smaller estimate would be the addition of 51
state-specific time trends, which significantly reduces the degrees of
freedom and increases the likelihood of overfitting the model.

The lower panel of Table 3 presents the first-stage results and di-
agnostic tests to assess the predictive power and validity of the in-
struments. To make interpreting the coefficients easier, the political
influence instruments are measured per 1,000,000 people, which is
approximately twice the size of a congressional district in 1990.” The
results suggest that a state's cumulative stock of HCTI members is a
strong predictor of lane-mileage. The estimated coefficient from speci-
fication (III) equals 0.0107, which suggests that an additional seat on
the committee increases urban lane-mileage per congressional district
by 1.07 percent. The cumulative count of senators on the SCEPW has a
statistically significant effect in specifications (IV) and (V), but the es-
timated coefficients are smaller than those for the HCTT instrument. The
difference between the estimated coefficients is reasonable given the
structure and institutional nature of Congress. For example, the US
House of Representatives has historically possessed a greater share of
authority over transportation policy, and during the 1974 to 2017
period, the House introduced 71% of the 1085 transportation-related
bills that were eventually enacted into law.

Two diagnostic tests also provide support for the strength and
exogeneity of the instruments. The first stage F-statistics for specifica-
tions (II1)-(V), reported in the lower panel of Table 3 exceed the Stock
and Yogo (2005) critical value of 8.68, showing no evidence of weak
instrument bias. Furthermore, results from the Sargan test of the
overidentifying restrictions also support instrument validity. The null
hypothesis for the test states that the exclusion restrictions hold, and
failure to reject the null hypothesis lends support to the validity of the

9 The 1990 US Census counted 249.6 million people; dividing that number by
435 gives an average population per congressional district of 574,713,
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Table 4
GMM estimator results.

(GMM-I)  (GMM-1I) (GMM-III) (GMM-IV)
Lagged dependent variable 0.786 0.906 0.854 0.828
(64.24)  (343.98) (66.41) (40.72)
Log urban lane-miles per capita 0.187 0.0801 0.104 0.131
(14.73) (18.86)  (8.77) (6.13)
Log income per capita 0.0309 0.0182 0.0624
(6.91) (4.14) (3.47)
State unemployment level —0.231 —0.179 —-0.132
(-15.38) (-7.52) (-5.21)
Log gasoline price (2015) —0.0237 —0.0135 -0.0149
(-10.87) (-4.78) (-4.61)
Linear trend —0.00164
(-2.68)
Leng-run induced demand elasticity 0.874 0.852 0.714 0.758
External political instruments used? Y ¥ Y
Sargan overidentifying restrictions
- test statistic ~ x? 49.64 50.68 48.94 47.29
- degrees of freedom 317 912 912 912
Second degree serial correlation
- test statistic ~ N (0,1) 0.980 1.011 0.991 0.970

Notes: The dependent variable is log urban vehicle miles traveled per capita.
The t-statistics in parentheses are based on robust standard errors clustered at
the state level. Coefficients for the estimated model intercept, year dummies,
and state-specific time trends are excluded for brevity. For the Sargan test, the
overidentifying restrictions are valid under the null hypothesis. Arellano and
Bond (1991) proposed the second degree serial correlation test for the
first differenced errors and, under the null hypothesis there is no serial corre-
lation. To reduce the number of instruments, each specification includes a
maximum of 10 lags of any endogenous regressor in the instrument matrix.

instruments. None of the tests rejected the null hypothesis. To address
potential bias in the standard errors, those reported in Table 3 are ro-
bust to heteroscedasticity and within state serial correlation in the error
terms.

Overall, the results from the partial adjustment model are robust to
adding year dummies or a linear time trend. The estimated urban lane-
mileage coefficients for specifications (III), (IV), and (V) are 1.038,
1.063, and 1.056 respectively. Moreover, the three corresponding 99%
confidence intervals all encompass the value 1.0, which lends support
for the fundamental law of traffic congestion. With one exception, the
estimated effects for the other control variables are all measured pre-
cisely and retain the expected signs. The gas price coefficient in spe-
cification (IV) is not statistically significant, but its effect is likely
captured by the year dummy variables which control for shocks that are
common across states in a given year.

5.1. Robustness checks

To further test the robustness of the partial adjustment model,
Table 4 presents results generated by the GMM estimator of Blundell
and Bond (1998) discussed above. In each of the specifications, the
dependent variable is the natural logarithm of urban vehicle miles
traveled per person. The two key explanatory variables are the one year
lag of the dependent variable and the measure of urban lane mileage
per person, also measured in logs. Only specification (GMM-I) excludes
the political instruments, while (GMM-II) - (GMM-IV) utilize the in-
struments with different sets of control variables. Across all four spe-
cifications, coefficient estimates for the lagged dependent variable
range from 0.79 to 0.90, suggesting that aggregate urban vehicle
mileage exhibits strong persistence from year to year. This finding
likely stems from the transaction costs associated with switching one's
mode of transport, residence, or employment location. If these costs are
substantial they would impede drivers from quickly adjusting their
behavior in response to a change in lane-mileage.

The short-run effect of urban lane mileage on vehicle miles traveled
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is measured precisely and ranges from 0.13 to 0.19 across models. The
correspending long-run estimates presented in the bottom panel of
Table 4 are more than 4 times larger than their short-run counterparts
ranging from 0.71 to 0.87. Although these induced demand estimates
are somewhat smaller than their analogous within-group counterparts,
they still suggest that induced demand rapidly erodes the time-savings
benefits from highway expansion.

6. Conclusion

These findings offer persuasive evidence supporting the funda-
mental law of traffic congestion, and indicate that capacity expansion is
not a viable long-term solution to urban traffic congestion. Across
specifications of the dynamic model that controlled for endogenous
lane-mileage and state fixed effects, the within-group estimator gener-
ated long-run induced-demand elasticities ranging between 0.892 and
1.063, all with very small standard errors. These elasticities, along with
the other coefficient estimates, are robust to the addition of year
dummies, linear time trends, and state-specific time trends. The speci-
fications that excluded the instruments, however, produced con-
siderably smaller long-run elasticity estimates of 0.703 and 0.855.
These findings suggests that failing to account for endogeneity can in-
troduce sizable downward bias in the lane-mileage coefficient esti-
mates. Furthermore, results from the dynamic model suggest that after
five years, induced vehicle travel is expected to grow to 90% of its
equilibrium level, quickly decreasing traffic speeds on the new roadway
capacity.

Expanding capacity may be a poor strategy for managing congested
freeways, but that finding is not a sufficient rationale for summarily
rejecting highway expansion as a policy option. The elasticity estimates
in this paper show that capacity expansion in urbanized areas generates
long lasting outcomes, both positive and negative, One such outcome is
the increase in total vehicle throughput that an expanded highway can
serve. Work commutes, deliveries, and social engagements make up
much of the induced vehicle travel, which generates beneficial eco-
nomic activity. At the same time, additional vehicle trips generate
offsetting costs in the form of carbon emissions, air pollution, and
congestion. And, although these findings support the fundamental law,
alone, they do not imply that capacity expansion is wholly un-
warranted. Rather, the findings identify and measure some, but not all,
of the benefits and costs generated by highways and vehicle travel, and
can help officials improve the efficiency of transportation systems in
urban areas.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://
doi.org/10.1016/j.tranpol.2018.12.006.
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